What Can Contrastive Linguistics Tell Us about
Translating Discourse Structure?

Iørn Korzen, Morten Gylling
Copenhagen Business School
Dalgas Have 15, DK-2000 Frederiksberg, Denmark
E-mail: ik.ikk@cbs.dk, mgj.isv@cbs.dk

Abstract
This paper argues that translators can greatly benefit from contrastive studies of discourse structure. Cross-linguistic studies of Italian and Danish point to significant typological differences in information packaging in the two languages, especially in their use of deverbalisation. Italian sentences tend to include a larger number of Elementary Discourse Units (EDUs), especially propositions, than Danish. A higher percentage of these is rhetorically backgrounded by means of non-finite and nominalised predicates. Danish text structure, on the other hand, is more informationally linear and characterised by a higher number of finite verbs and topic shifts. These typological differences are transferred into three simple translation rules concerning 1) the number of EDUs, 2) the rhetorical structure, and 3) the textualisation of rhetorical satellites.
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1. Introduction
Over the last decades, Contrastive Linguistics and Translation Studies have experienced a veritable explosion of interest and attention from scholars in different fields, but the linguistic focus of attention has typically been confined to lexical and syntactic levels. Contrastive studies on discourse structure and intersentential relations, on the other hand, are much less frequent. For instance, there are extremely few cross-linguistic textual resources annotated for discourse. According to Webber, Egg and Kordoni (2010), they are limited to the ones found in the Copenhagen Dependency Treebanks (CDT), which cover five different Germanic and Romance languages: Danish, English, German, Italian, and Spanish. All CDT texts are annotated for four different linguistic layers (apart from part-of-speech): syntax, discourse, anaphora and morphology, see Buch-Kromann et al. (2010).

The research we shall present in this paper is based partly on our work with the CDT and partly on other resources, and we shall focus on two phenomena related to the information and discourse structures of texts, namely on informational density, i.e. the amount of information per sentence, and on text complexity, here defined as the degree of subordination of the text segments that the Rhetorical Structure Theory labels as “rhetorical satellites” (Mann & Thompson, 1987; Mann, Matthiessen & Thompson, 1992; Matthiessen & Thompson, 1988 and later work). Like other scholars, such as Asher and Vieu (2005), we consider these phenomena part of the “information packaging” of a text, a term suggested by Chafe (1976) and later used, especially in connection with given vs. new entities and definiteness, e.g. by Clark and Haviland (1977), Prince (1984) and Vallduvi and Engdahl (1996).

Other cross-linguistic surveys on information packaging have been conducted e.g. by Fabricius-Hansen (1996; 1999), Ramm and Fabricius-Hansen (2005) and Behrens, Solfsjeld and Fabricius-Hansen (2010), who investigate English, German and Norwegian, i.e. three Germanic languages. On information density and explicitness in English-German translations, see Hansen-Schirra, Neumann and Steiner (2007). Alves et al. (2010) examine particularly grammatical shifts, e.g. between finite verbs and nominalisations, in the translation process between English and German.

In this paper, we compare two languages of different language families, viz. Danish and Italian, a Scandinavian (Germanic subgroup) and Romance language respectively. Our results regarding Danish confirm the ones
obtained by the first mentioned scholars for Norwegian, whereas their findings on English and German are closer to our results concerning Italian. On the other hand, the Italian features presented in the following, are found also in other Romance languages, for which reason we consider it justified to talk about general typological differences between Scandinavian and Romance languages, *ceteris paribus*, with English and German somewhere "in between".

The paper is structured as follows: In section 2, we examine an Italian and Danish corpus of argumentative texts with regard to informational density, measured as the number of words and Elementary Discourse Units (EDUs, cf. Carlson and Marcu, 2001) per sentence. In section 3, we look at text complexity and the textualisation of rhetorical satellites, and in section 4, we formulate our findings as a few relatively simple rules for (human as well as machine) translators that work with Scandinavian and Romance languages.

### 2. Information density

#### 2.1. Sentence length

Differences in discourse structure show themselves in many ways, one of which is the simple sentence length, measured as words per sentence\(^1\). In this context, we used the parallel Europarl corpus, an open source corpus compiled by Koehn (2005). Europarl is a very large multilingual corpus (55 million words) with source and target texts covering all the official languages of the European Union. In fact, the corpus was designed to train and evaluate statistical machine translation, but it can, as we shall see, also be used for other types of cross-linguistic studies. The Europarl texts, which are mainly argumentative (see van Halteren (2008) for a discussion of this), consist of speeches made by the members of the European Parliament from 1996 to 2010, and most of the speeches (88 %) have been tagged with a language attribute indicating the native language (L1) of the speaker. We created a Perl script\(^2\) that extracted all Danish and Italian L1 text from the entire corpus and calculated the average sentence length of all texts. In this context, a sentence is defined as a text segment marked by a full stop, a question mark, or an exclamation mark. We then compared the results with those of the texts translated from one of the two languages into the other (L2). Thus, in Table 1, “Italian L2” texts are translated from Danish into Italian and “Danish L2” texts from Italian into Danish.

<table>
<thead>
<tr>
<th>Language</th>
<th>Words</th>
<th>Sentences</th>
<th>Words/sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Italian L1</td>
<td>1,657,592</td>
<td>47,405</td>
<td>34.97</td>
</tr>
<tr>
<td>Danish L1</td>
<td>546,425</td>
<td>22,668</td>
<td>24.10</td>
</tr>
<tr>
<td>Italian L2</td>
<td>571,115</td>
<td>22,154</td>
<td>25.78</td>
</tr>
<tr>
<td>Danish L2</td>
<td>1,845,951</td>
<td>57,574</td>
<td>32.06</td>
</tr>
</tbody>
</table>

Table 1: Sentence length in L1 and L2 Europarl texts.

We chose Europarl as the empirical basis for a statistical count because it contains both parallel (L1 – L2) texts and comparable texts, i.e. L1 texts created in different languages but dealing with similar topics and produced in similar situations and genres for similar targets. Whereas parallel texts are clearly best suited for projects aimed e.g. at improving machine translation (such as the previously mentioned CDT) because they permit L1–L2 text alignment and evaluation, comparable texts are generally best suited as the empirical basis for descriptive, typological comparisons like the present one. In such cases, parallel texts are inappropriate because the “filter” of the translator and his/her translation strategies “get in the way”, and L2 texts risk ending up with a text structure too similar to that of the L1. See McEnery and Wilson (2001) and Baroni and Bernardini (2006) for discussions in this regard.

As the upper part of Table 1 shows, there is a considerable difference in average sentence length between the Italian L1 and Danish L1 Europarl texts, a difference amounting to 10.86 words per sentence or 31.06 %. However, the lower part of Table 1 confirms the problem just mentioned regarding translated L2 texts. As far as sentence length goes, EU translators seem to stick very much to the structure of the L1 text: the Danish L2 texts (translated from Italian) are 24.82 % longer than the Danish L1 texts, while the Italian L2 texts (translated from Danish) are 35.64 % shorter compared to the Italian

---

\(^1\) We are aware of the many reservations to be made when conducting linguistic measurements in this way, but subject to space limitations we cannot go into detail here. However, we feel that the statistical results cited in this section are convincing enough to be taken into account and used as a first indication of profound typological differences between the two languages analysed.

\(^2\) We thank our colleague Daniel Hardt for his help in this matter.
L1 texts. When it comes to sentence length, these L2 texts are clearly influenced by the L1 structure.

2.2 Elementary Discourse Units
At this point we shall return to the concept of “informational density” and define a little more precisely its application in our project. In order to determine the purpose that the more numerous words in the Italian sentences serve, we then counted the number of Elementary Discourse Units (EDUs) textualised in each sentence, using Carlson and Marcu’s (2001) classification. This can be a very time-consuming task, since no parser has been trained to do this convincingly, and we therefore randomly selected a limited part of the Europarl corpus consisting of 7,500 words in each language. We confined ourselves to texts of 200-600 words, and we ended up with a subcorpus in each language consisting of 25 texts of an average length of 300 words each. All texts were manually checked with regard to text type (argumentative), speaker (a certain number of different speakers were required), and date (so that not all text were speeches from the same period).

We discovered a very clear tendency towards a higher number of EDUs in the Italian sentences than in the Danish ones. A statistical count showed that 27.3 % of the Italian sentences contained five or more EDUs. By comparison, only 9.8 % of the Danish sentences contained five or more EDUs.

We also discovered considerable differences in the number of coordinate vs. subordinate clauses. Finite coordinate clauses amounted to 27.2 % of all clauses in the Danish texts, but only to 17.9 % in the Italian texts. Thus, 82.1 % of the Italian clauses were subordinate as opposed to 72.8 % of the Danish clauses. This may not seem a huge discrepancy, but if we examine in detail the distribution of the subordinate clauses, we encounter considerable differences, cf. Table 2:

<table>
<thead>
<tr>
<th></th>
<th>With connectives</th>
<th>Relative clauses</th>
<th>Attribution</th>
<th>Subordinate non-finite clauses</th>
</tr>
</thead>
<tbody>
<tr>
<td>IT</td>
<td>22.4 %</td>
<td>40.3 %</td>
<td>13.1 %</td>
<td>24.2 %</td>
</tr>
<tr>
<td>DA</td>
<td>25.8 %</td>
<td>40.3 %</td>
<td>22.5 %</td>
<td>11.4 %</td>
</tr>
</tbody>
</table>

Table 2: Distribution of EDUs in subordinate clauses in a Europarl subcorpus

The use of connectives (or “discourse cues” in the RST terminology) and the frequency of relative clauses are more or less equal in the two languages, whereas Danish seems to use attribution more often. In our opinion, this difference should be seen not just as a particular linguistic tendency among Danish parliamentarians, but also as a stylistic feature used to add particular pragmatic values to the argument put forward, a point we shall elaborate in the full version of this paper.

However, the most interesting difference lies in the distribution of non-finite clauses. As Table 2 shows, these occur more than twice as often in the Italian texts as in the Danish ones. Furthermore (not shown in Table 2), Italian uses the whole range of non-finite verb forms (gerund, participles, infinitives and normalisations) much more regularly, whereas Danish mostly confines itself to the use of infinitives (the gerund does not exist in Danish).

3. Text complexity
The differences in sentence length seen in Table 1 also have an impact on the distribution of EDUs. Many EDUs correspond to propositions, and what may be textualised as one multi-propositional sentence in a Romance language may very well correspond to two or more sentences in Scandinavian. In a sequence of propositional EDUs, P1 + P2, such as the following:

P1: arrive (John, in town); P2: go (John, home)

P1 can be textualised in different ways (possibly with added adjuncts or other linguistic material), as shown in the “Deverbalisation Scale” in Table 3:

<table>
<thead>
<tr>
<th>P1 textualised as</th>
<th>Textualisation P1 + P2</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. an independent sentence</td>
<td>John arrived late in town. He went straight home.</td>
</tr>
<tr>
<td>b. a main clause, part of sentence</td>
<td>John arrived late in town and he went straight home.</td>
</tr>
<tr>
<td>c. a subordinate finite clause</td>
<td>Since John arrived late in town, he went straight home.</td>
</tr>
<tr>
<td>d. a subordinate non-finite clause</td>
<td>Having arrived late in town, John went straight home.</td>
</tr>
<tr>
<td>e. a nominalisation</td>
<td>Upon his arrival in town, John went straight home</td>
</tr>
</tbody>
</table>

Table 3: Examples of textualisation of EDUs.

The deverbalisation of P1 increases from (a/b) to (e) together with its integration and absorption into the matrix clause. Whereas the finite verb in a main clause, such as (a/b), has its full (language specific) range of grammatico-semantic values and the clause its full range of pragmatic-illocutionary possibilities, these values are gradually reduced or lost in the textualisations further down the scale. The verb in the subordinate finite clause (c) loses its independent tense, mood and illocution; these values will be determined and/or expressed by the matrix clause. The non-finite verb in (d) loses all temporal, modal, and aspec-}

clear predilection for finite verbs and textualisation at the levels (a/b/c). These tendencies are not limited to particular text types or genres, such as the (generally argumentative) Europarl texts. Table 4 indicates the percentage of propositions textualised with finite, non-finite, and nominalised verb forms in a number of comparable texts belonging to five different text types and genres. The numbers clearly indicate statistically significant differences between Italian and Danish text structure regarding finite and non-finite verb frequency, independently of text type or genre.

<table>
<thead>
<tr>
<th>Verb forms (%)</th>
<th>Finite</th>
<th>Non-finite</th>
<th>Nominalised</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Legal texts</td>
<td>IT 43.9</td>
<td>24.2</td>
<td>31.9</td>
</tr>
<tr>
<td></td>
<td>DA 56.4</td>
<td>10.2</td>
<td>33.4</td>
</tr>
<tr>
<td>b. Technical texts</td>
<td>IT 47.5</td>
<td>26.5</td>
<td>25.9</td>
</tr>
<tr>
<td></td>
<td>DA 80.7</td>
<td>9.5</td>
<td>9.9</td>
</tr>
<tr>
<td>c. News- groups</td>
<td>IT 61.1</td>
<td>23.1</td>
<td>15.8</td>
</tr>
<tr>
<td></td>
<td>DA 75.8</td>
<td>11.5</td>
<td>12.7</td>
</tr>
<tr>
<td>d. Websites</td>
<td>IT 54.0</td>
<td>27.3</td>
<td>19.7</td>
</tr>
<tr>
<td></td>
<td>DA 84.0</td>
<td>8.0</td>
<td>8.0</td>
</tr>
<tr>
<td>e. Written narratives</td>
<td>IT 52.8</td>
<td>44.2</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>DA 88.0</td>
<td>12.0</td>
<td>0.0</td>
</tr>
<tr>
<td>f. Oral narratives</td>
<td>IT 72.8</td>
<td>27.1</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>DA 93.6</td>
<td>6.4</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 4: Verb forms in different text types

As stated above, non-finite and nominalised structures explicitly express the satellite status of the proposition in question. Generally – but not necessarily – this is true also of subordinate adverbial clauses, such as (c) in Table 3. On the other hand, the structures in (a/b) of Table 3 are in themselves ambiguous as to mono- or multinuclear interpretation. However, as is well known, the structure in (b), the syndetic coordination with the connective and (and cross-linguistic counterparts), often contains a P1 with satellite status, in Table 3 expressing the cause of P2. We shall elaborate also on this issue in the full version of our paper.

4. Perspectives for translation

The differences described above entail a generally higher

---

4 We here ignore the subject of the so-called “absolute constructions” consisting of a participle or gerund + a subject different from the subject of the main verb, e.g. Morto il padre, Luca partì per Roma – The father [having] died, Luca left for Rome, as well as the “accusative with infinitive” constructions (Ho visto Luca arrivare – I saw Luca arrive). In nominalised verb forms the subject may appear as a secondary valency complement, e.g. L’arrivo di Luca – Luca’s arrival.

5 Precise references will appear in the full version of our paper.

6 Important cross-linguistic studies on and and counterparts are found e.g. in Ramm and Fabricius-Hansen (2005), Behrens and Fabricius-Hansen (2010) and Skytte (2000: 652-660).
structural complexity in Italian (and Romance in general) than in Danish (and Scandinavian in general). Romance sentences tend to be longer and to include more propositions, of which a higher number is backgrounded by means of non-finite and nominalised predicates. This results in a multi-layered and hierarchical information structure, characterised by a high degree of topic continuity, in which the various events are evaluated with respect to their importance to the on-going topic.

On the other hand, Scandinavian text structure tends to be more informationally linear and characterised by a higher degree of topic shifts. Each sentence holds fewer EDUs, and different events tend to be textualised more chronologically one after the other and with finite verb forms that permit subject/topic changes.

The results of our study can be transferred into three main rules concerning translations from a Romance to a Scandinavian language or vice versa. The rules regard:

- the number of EDUs per sentence: *ceteris paribus*, there are more EDUs and a higher informational density in Romance than in Scandinavian sentences;
- the textualisation of rhetorical structure: there is a higher tendency in Romance than in Scandinavian to distinguish morpho-syntactically between rhetorical nuclei and satellites;
- the textualisation of rhetorical satellites: there is a tendency to textualise satellites at lower levels of the deverbalisation scale (cf. Table 3) in Romance than in Scandinavian.

Naturally, also phenomena such as e.g. the linguistic register and diacritic dimension (e.g. written vs. spoken text) come into play. The higher the register, the more distinct the mentioned cross-linguistic differences. Oral Italian textualisation and some web variants (such as newsgroups, see Table 4) are characterised by a certain structural levelling and are therefore closer to typical Danish textualisation.

5. Conclusion

It is well known that a good translation does not (generally, at least) follow the source text word for word. But especially between language families, a good translation does not often follow the source text sentence for sentence, either. Profound typological differences such as those regarding informational density and text complexity must be taken into account, and contrastive studies on discourse structure provide necessary and highly useful linguistic insights for human as well as machine translators.

The results of our study – presented above and in the full version of our paper – will hopefully provide us with more precise and detailed knowledge of typological differences between Romance and Scandinavian discourse structure, differences which are of importance also for syntax (e.g. in the choice of subject type and voice) and for anaphora (e.g. null-forms vs. pronominal forms), phenomena that we will develop in future work.
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Abstract
This paper is based on the study presented in Thunes (2011), where a selection of English-Norwegian parallel texts have been analysed in order to discuss two primary research questions: firstly, to what extent is it possible to automatise, or compute, the actual translation relation found in the investigated parallel texts, and, secondly, is there a difference in the degree of translational complexity between the two text types, law and fiction, included in the empirical material?

By automatisation I here understand the generation of translations with no human intervention, and I assume an approach to machine translation based on linguistic information. In the analysed texts the translations have been produced manually; this is not a study of output produced by machine translation systems, and the automatisation issue is not discussed with reference to any particular translation algorithm or system architecture. Rather, it is related to the assumption that there is a translational relation between the inventories of simple and complex linguistic signs in two languages which is predictable, and hence computable, from information about source and target language systems, and about how the systems correspond. Thus, computable translations are linguistically predictable, i.e. predictable from the linguistic information coded in the source text, together with given, general information about the two languages and their interrelations. Further, non-computable translations are correspondences where it is not possible to predict the target expression from the information encoded in the source expression, together with given, general information about SL and TL and their interrelations. Non-computable translations require access to additional information sources, such as various kinds of general or task-specific extra-linguistic information, or task-specific linguistic information from the context surrounding the source expression.

In order to answer the research questions, a measurement of translational complexity is applied to the analysed texts. The degree of translational complexity in a given translation task is understood as a factor determined by the types and amounts of information needed to solve the task, as well as by the accessibility of these information sources, and the effort required when they are processed.

For the purpose of measuring the complexity of the relation between a source text unit and its target correspondent, I apply a set of four correspondence types, organised in a hierarchy reflecting divisions between different linguistic levels, along with a gradual increase in the degree of translational complexity. In type 1, the least complex type, the corresponding strings are pragmatically, semantically, and syntactically equivalent, down to the level of the sequence of word forms. In type 2 correspondences, source and target string are pragmatically and semantically...
equivalent, and equivalent with respect to syntactic functions, but there is at least one mismatch in the sequence of constituents or in the use of grammatical form words. Within type 3, source and target string are pragmatically and semantically equivalent, but there is at least one structural difference violating syntactic functional equivalence between the strings. In type 4, there is at least one linguistically non-predictable, semantic discrepancy between source and target string, and pragmatic equivalence may, or may not, hold. Thus, the type hierarchy is characterised by an increase with respect to linguistic divergence between source and target string, and by an increase in the need for information and in the amount of effort required to translate, i.e. an increase in the degree of translational complexity. Correspondences of types 1–3 constitute the domain of linguistically predictable, or computable, translations, whereas type 4 correspondences belong to the non-predictable, or non-computable, domain, where semantic equivalence is not fulfilled.

This study applies a strictly product-oriented approach to complexity in translation. The four types of translational correspondences should not be seen as translation methods or strategies, but as descriptions of correspondence relations between given source text units and their existing translations. The empirical analysis of translational correspondences does not aim to study what kinds of knowledge a translator has actually used in order to produce a chosen target expression. Rather, it focusses on the kinds of information about source text expressions that are needed in order to produce the translations.

The correspondence type hierarchy can be seen as a fairly general classification model for translational correspondences. Its main principles were originally defined by Dyvik (1993), and further articulated in Thunes (1998). The approach chosen for the present study is an adapted version of the classification model defined by Thunes (1998). The model is also used as a framework for contrastive language analysis in the studies presented by Hasselgård (1996), Tucunduva (2007), Silva (2008), and Azevedo (in progress).

In the present contribution, the empirical method involves extracting translationally corresponding strings from parallel texts, and assigning one of the types defined by the correspondence hierarchy to each recorded string pair. The finite clause is chosen as the primary unit of analysis, and the main syntactic types among the recorded data are matrix sentences, finite subclauses, and lexical phrases with finite clause(s) as syntactic complement. Since syntactically dependent constructions like finite subclauses occur as translational units, the data include nested correspondences where a superordinate string pair contains one or more embedded string pairs. The assignment of correspondence type to string pairs is an elimination procedure where we start by testing each correspondence for the lowest type and then move upwards in the hierarchy if the test fails. The analysis is thus an evaluation of the degree to which linguistic matching relations hold in each string pair. In cases of nested string pairs, embedded units are treated as opaque items, and the classification of a superordinate correspondence is done independently of the degree of complexity in embedded string pairs. Otherwise, it is a general principle that a string pair is assigned the correspondence type of its most complex non-opaque subpart.

The analysis is applied to running text, omitting no parts of it. Thus, the distribution of the four types of translational correspondence within a set of data provides a measurement of the degree of translational complexity in the parallel texts that the data are extracted from. The extraction and
classification of string pairs is done manually as it requires a bilingually competent human analyst. The recorded data cover about 68 000 words, and are compiled from six different text pairs: two of them are law texts; the remaining four are fiction texts. Comparable amounts of text are included for each text type, and both directions of translation are covered.

Since the scope of the investigation is limited, the results do not provide a sufficient basis for generalisations about the degree of translational complexity in the chosen text types and in the language pair English-Norwegian. Concerning the automatisation issue, the complexity measurement across the entire collection of data shows that, in terms of string lengths, as little as 44,8% of all recorded string pairs are classified as computable translational correspondences, i.e. as type 1, 2, or 3, and non-computable string pairs of type 4 constitute a majority (55,2%) of the compiled data. As regards the text type issue, the proportion of computable correspondences is on average 50,2% in the law data, and 39,6% in fiction.

In order to discuss whether it would be fruitful to apply automatic translation to the selected texts, I have considered the workload potentially involved in correcting assumed machine output, and in this respect the difference in restrictedness between the two text types is relevant: law text is strongly norm-governed in a way that fiction text is not. Among the recorded data, I have analysed a set of phenomena that have been identified as recurrent semantic deviations between translationally corresponding units, and this shows that within the non-computable correspondences, the frequency of cases exhibiting only one minimal semantic deviation between source and target string is considerably higher among the data extracted from the law texts than among those recorded from fiction. Such cases can be regarded as minimally non-computable string pairs. Among the law data, as much as 45,7% of the correspondences classified as type 4 are minimally non-computable string pairs, whereas among the fiction data, only 10,5% of the compiled type 4 correspondences are minimal ones. In minimally non-computable correspondences, I assume that only a small effort would be required in order to revise an automatically generated target expression according to the standard of manual translation.

For this reason I tentatively regard the investigated pairs of law texts as representing a text type where tools for automatic translation may be helpful, if the effort required by post-editing is smaller than that of manual translation. This is possibly the case in one of the law text pairs, where 60,9% of the data involve computable translation tasks. In the other pair of law texts the corresponding figure is merely 38,8%, and the potential helpfulness of automatisation would be even more strongly determined by the edit cost. That text might be a task for computer-aided translation, rather than for MT. As regards the investigated fiction texts, it appears likely that post-editing of automatically generated translations would be laborious and not cost effective, even in the case of one text pair showing a relatively low degree of translational complexity. In the analysed pairs of fiction texts, there is a clear tendency that non-computable correspondences exhibit several semantic deviations between the corresponding strings. Hence, I expect that the workload involved in correcting potential machine output would be heavy, and I agree with the common view that the translation of fiction is not a task for MT.

This study is intended to be of relevance to rule-based MT since the chosen analytical framework relies on assumptions about how translations can be computed on the basis of formal descriptions of
source and target language systems and their interrelations. However, I assume that the general issue of computability underlying this approach likewise applies to statistical machine translation, which is also dependent on the accessibility of relevant and sufficient information in order to predict correct target expressions from available translational correspondences.

In my view, the framework applied in this study could be used as a diagnostic tool for the feasibility of machine translation in relation to specific text types. That is, by applying the method to limited selections of parallel texts of the same type, it would be possible to estimate to what extent the target text could be generated automatically. If the proportion of assumed computable correspondences would exceed a chosen threshold, it might be worthwhile to tune an MT system for the given language pair to the text type in question. Moreover, in order to estimate the editing distance between potential machine output and a given target text norm, it would be interesting to identify the proportion of minimal type 4 correspondences in a given body of parallel texts. Thus, it would be fruitful to extend the classification model by integrating a fifth correspondence type to be assigned to minimally non-computable string pairs.
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